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Computer generated (CG) face images are common in video games, advertisements, and other media. CG faces vary in their
degree of realism, a factor which impacts viewer reactions. Therefore, efficient control of visual realism of face images is important.
Efficient control is enabled by a deep understanding of visual realism perception: the extent to which viewers judge an image
as a real photograph rather than a computer-generated image. Across two experiments we explored the processes involved in
visual realism perception of face images. In Experiment 1, participants made visual realism judgments on original face images,
inverted face images, and images of faces that had the top and bottom halves misaligned. In Experiment 2, participants made
visual realism judgments on original face images, scrambled faces, and images that showed different parts of faces. Our findings
indicate that both holistic and piecemeal processing are involved in visual realism perception of faces, with holistic processing
becoming more dominant when resolution is lower. Our results also suggest that shading information is more important than
color for holistic processing, and inversion makes visual realism judgments harder for realistic images but not for unrealistic
images. Furthermore, we found that eyes are the most influential face part for visual realism, and face context is critical for
evaluating realism of face parts. To the best of our knowledge, this work is a first realism-centric study that attempted to bridge
the human perception of visual realism on face images with general face perception tasks.
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1. INTRODUCTION

Virtual characters have become common in digital media. The most important part of virtual char-
acters — their faces — receives much emphasis from CG artists. Proper assessment and control of the
realism of CG faces is important because people’s reactions when observing CG faces depends on their
visual realism. For example, images that are close to but not quite realistic may cause discomfort for
human observers [Mori 1970]. Surprisingly, little research has focused on the underlying processes for
realism perception of CG faces.

In this paper, we aim to gain insight into how humans perceive the visual realism of face images.
Specifically, we investigated the roles of holistic versus piecemeal processing in visual realism per-
ception for static face images. “Holistic” is a loosely defined concept in face perception, with various
definitions [Richler et al. 2012; Piepers and Robbins 2012]. In the current context, “holistic” refers to
“the emergent features of a face that only become apparent when two or more of its basic features
(e.g., the eyes, nose, or mouth) are processed at the same time” [Piepers and Robbins 2012], whereas
“piecemeal” represents the processing of separate face components. We thus use the term “holistic” dif-
ferently from [Tanaka and Farah 1993], who use the term to mean that the image is processed without
any deconstruction into smaller units. Based on prior research in holistic face perception [Moscovitch
et al. 1997; Farah et al. 1998b; Wang et al. 2012; Laguesse and Rossion 2013; Rossion 2013], one pos-
sibility is that perception of visual realism of faces relies primarily on holistic perceptual processing.
However, previous studies also show the importance of piecemeal processing on separate face parts
[Schwaninger et al. 2003a; Amishav and Kimchi 2010]. A recent study by [Gold et al. 2012] suggested
the human ability to process face features viewed together is no better than their ability to use each
individual face part when viewed in isolation. Thus another possibility is that visual realism of face
images might rely heavily on piecemeal processing. That is, people might notice telltale signs that an
image is CG when looking at parts of faces, which could have local artifacts from the rendering process.

We conducted two experiments to test the two opposing hypotheses. In Experiment 1 we tested
whether holism effects exist in realism perception of face images, and whether the factors influencing
image realism interact with holistic or piecemeal processing. In Experiment 2 we directly explored the
influence of separate face parts on realism perception, as well as underlying perception processes.

2. RELATED WORK

Our study builds on the previous research of multiple disciplines in computer graphics, multimedia
forensics, cognitive psychology, and neuroscience.

Computer Graphics: Since the early 1980’s, the CG community has been interested in how true
CG images are to reality, i.e., their CG fidelity [Meyer et al. 1986; Rademacher et al. 2001; McNamara
2005; Ramanarayanan et al. 2007]. CG fidelity is similar to visual realism, but whereas CG fidelity
evaluates perceived similarity of CG images to reality, visual realism focuses on what characteristics
observers use to detect whether an image is a photo or CG. Both topics involve identifying visual cues
that influence how realistic CG images appear and developing better CG rendering algorithms. In
CG fidelity research, a common approach is to render a CG scene that is visually identical to reality,
then to adjust some rendering parameters, such as illumination, shadow, and surface roughness, and
have people judge whether the scene was real or CG. Research under this approach has suggested
that image properties important for CG fidelity include illumination, shadow, and surface roughness
[Meyer et al. 1986; Rademacher et al. 2001; McNamara 2005].

Difficulty producing photorealistic human faces is exacerbated by the uncanny valley — the finding
that as something looks more human-like it also looks more agreeable, until it looks nearly-but-not-
quite-human and its nonhuman imperfections are unsettling [Mori 1970; MacDorman and Ishiguro
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2006]. A series of experiments have explored such phenomena using androids, mechanical-looking
robots, and images of human faces [MacDorman and Ishiguro 2006; MacDorman et al. 2009]. Gen-
erally, more human-like CG faces have more details and realistic textures, and when stylized (and
therefore less realistic) observers tolerate more facial distortion [MacDorman et al. 2009].

Other research has focused on the perception of visual realism for face images, including facial
expressions [Deng and Ma 2008; Wallraven et al. 2008]. A recent study showed that intrinsic image
components such as shading and reflectance, and factors influencing perceptual judgment, such as
expertise and ethnicity, are critical for visual realism perception of faces [Fan et al. 2012]. Another
study investigated the effect of render style on virtual human appeal, and the results showed that
both highly realistic and highly abstract styles were appealing [McDonnell et al. 2012]. For composite
images, other research found that the most important factors for perceived realism were illumination,
color, and saturation [Xue et al. 2012]. The current research included some visual factors considered
by the CG community and incorporated other factors identified in research on human cognition. The
current focus is more on the nature of visual realism perceptual processing as a whole, rather than
evaluating the effect of specific visual properties in isolation.

Multimedia Processing: Visual realism perception is closely related to multimedia communications
and multimedia forensics. Multimedia communications are often lossy representations enabling effi-
cient transmission of multimedia [Ohm 2004]. Although they are generally designed to preserve image
fidelity, preserving image realism is also important. Multimedia forensics is concerned with multi-
media authenticity. Authenticity of digital evidence is important in forensics investigation and courts
of law. The authenticity of a photo can be challenged as being fully or partially CG. Various compu-
tational methods have been developed to distinguish CG images from photos [Ng and Chang 2013].
These data-driven methods provide little insight into what makes an image appear real or CG. Only
recently have image-forensics studies looked at factors such as image resolution, JPEG compression,
and color as influences on visual realism perception [Farid and Bravo 2012]. The current study differs
in that we evaluated hypotheses regarding the underlying human perceptual processing, as well as a
broader range of influencing factors.

Face Perception - Holistic or Piecemeal: Configural and holistic coding are generally believed
to be the hallmarks of face perception. The fact that faces are processed holistically was first put on
record by [Galton 1883], who suggested that a face stimulus was perceived as whole, without any de-
construction into smaller units. The holistic concept was later developed most notably by [Young et al.
1987] and [Sergent 1984]. [Young et al. 1987] demonstrated the importance of configural information
in face perception. [Sergent 1984] showed that faces have both component and configural properties
and lend themselves to different processing strategies that are not mutually exclusive and can unfold
simultaneously. Numerous follow-up studies support the holistic and configural processing of faces
[Tanaka and Farah 1993; Farah et al. 1998a; Hancock et al. 2000; Leder and Bruce 2000; Itier and
Taylor 2002; Maurer et al. 2002; Le Grand et al. 2004; Sinha et al. 2006; Goffaux and Rossion 2006;
Durand et al. 2007; Goffaux et al. 2011; Laguesse and Rossion 2013; Rossion 2013; Omigbodun and
Cottrell 2013; Watson 2013].

Many studies suggest that both featural (piecemeal) and configural (holistic) processing make impor-
tant contributions to face recognition [Sergent 1984; Cabeza and Kato 2000; Collishaw and Hole 2000;
Ingvalson and Wenger 2005; Rhodes et al. 2006; Schwaninger et al. 2009; Amishav and Kimchi 2010;
Kimchi and Amishav 2010]. Moreover, these two processes are dissociable [Cabeza and Kato 2000;
Schwaninger et al. 2009; Amishav and Kimchi 2010], suggesting a dual-model hypothesis [Ingvalson
and Wenger 2005; Schwaninger et al. 2009; Amishav and Kimchi 2010]. Research has also shown that
recognition of novel faces, compared to learned faces, relies relatively more on the processing of feat-
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ural information. In the course of familiarisation the importance of configural information increases
[Lobmaier and Mast 2007]. [Amishav and Kimchi 2010] suggested that the essential and interactive
processing of both componential and configural information, rather than the relative dominance of
either, is the hallmark of upright face perception.

In opposition to such ideas, [Gold et al. 2012] argued that observers perceptually integrate features
of a whole face with no improvement over their processing of each separate part in isolation. That is, a
whole face is perceived no better than the sum of its individual parts.

Studies on configural and featural processing of faces have commonly used three manipulations:
inversion, part-whole, and face composite. Researchers have long known that turning a face upside
down makes it harder to recognize [Yin 1969; Valentine 1988], and findings suggest that inversion
affects the perception of face configuration more than the perception of local features [Van Belle et al.
2010]. The part-whole method demonstrated that subjects are better at identifying face parts in the
context of a whole face than in isolation [Tanaka and Farah 1993]. The face composite method involves
composite stimuli created by joining the top half of a familiar face with the bottom half of another
familiar face. Observers are generally slower to name the top half of a composite face when the top and
bottom parts are vertically aligned than when they are offset laterally (i.e., misaligned) [Young et al.
1987]. A recent study by [Laguesse and Rossion 2013] indicated that the composite face effect results
from breaking the whole configuration rather than the increase in relative distance between the face
parts. [Rossion 2013] concluded the composite face paradigm is a fantastic tool for face perception
research. The three manipulations could be used together. Indeed, [McKone et al. 2013] suggested that
the inverted face control should always be tested in all composite and part-whole tasks.

As this research suggests occurs for face recognition, we hypothesized that realism perception for
face images might be holistic, piecemeal, or a combination of both. In this paper, we used the inversion
method, part-whole method, and face-composite method (misalignment of each image’s top and bot-
tom) and collapsed across these manipulations to make inferences regarding holistic versus piecemeal
processes underlying the perception of visual realism for face images.

Perception of Eye Region: A range of research highlights the importance of eyes for face per-
ception. The detrimental effects of viewing photos in negative color are largely eliminated if the eye
regions alone are rendered positive (in normal color) [Gilad et al. 2009]. Face recognition is better when
observers are cued to fixate in the eye region rather than mouth region. The face-inversion effect is
reduced with cues to gaze at the eyes [Hills et al. 2011]. [Itier et al. 2007] has shown that the face-
specific scheme of human brain is reflected mainly by the contribution of the eye region. [Ryan and
Schwartz 2013] found that eyes are more important than noses during face recognition in emotional
scenes. These findings suggest that face representations might significantly favour information around
the eyes. The social importance of the eyes in a face-context is indicated by the finding that the eyes are
specifically informative when comprehending the nonverbal intentions of others, but only if inserted
in an intact face [Cecchini et al. 2013]. To preview our findings, eyes were more influential than any
other face part for visual realism.

3. IMAGE PREPARATION AND ANALYTICAL TOOLS

In this section, we first describe how stimulus images were produced through intrinsic image decom-
position. We then describe our statistical analysis methods.

3.1 Image Collection

We collected a database of 1260 pairs of images, each image depicting one unique face. Each pair was
one CG image and one photo with faces matched for age, gender, race, and pose. Most CG images were
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Fig. 1. Images from one pair decomposed into shading and reflectance components. We used grayscale images with high spatial
frequency content well-preserved as a replacement for the blurrier shading components.

from a popular computer graphics forum (www.forums.cgsociety.org). The photos were from a photo
ranking website (www.photosig.com) and face recognition datasets [Hayward et al. 2008; Kasinski et al.
2008]. We included only realistic CG images, but had no strict criteria for photos. Thus the photos in
our dataset varied in lightness and color, as do photos seen in daily life. We cropped the images such
that only the face was visible, with minimum hair and no clothes visible (see Fig. 1).

3.2 Intrinsic Image Decomposition

Modified shading and reflectance components of face images elicit different visual realism judgments
from human subjects [Fan et al. 2012]. Reflectance refers to the surface color when 3D geometry effects
are absent. Shading refers to the brightness change due to the object geometry. We manipulated these
intrinsic components in Experiment 1, using the same methods as [Fan et al. 2012]. Specifically, we
applied the widely-adopted Retinex-based approach [Grosse et al. 2009] to each R, G, and B color chan-
nel of an image to obtain its reflectance component. The shading component from image decomposition
is unusable as it loses too much high frequency information, which is important for visual realism per-
ception. Therefore, as a replacement we simply used grayscale versions of images, which are similar to
their decomposed shading component (see Fig. 1). Besides the classical Retinex algorithm, additional
methods have recently been proposed for intrinsic image decomposition (e.g., [Garces et al. 2012]). We
leave it to future work to test their suitability on our face images.

3.3 Analytical Methods

We applied Signal Detection Theory (SDT) [Wickens 2001] in our data analysis. SDT is a common anal-
ysis tool in psychophysics and biology. It models the decision making process of determining whether
items are members of one class or another (e.g., CG or photo). We defined photo as the signal and CG
as noise. In SDT, an observer’s sensitivity, indexed by d’, is a measure of how well the observer can
correctly detect a “signal,” when the observer’s incorrect identification of non-signals as signals (false
alarms) is also taken into account. Thus it represent how well an observer identifies a “signal” rela-
tive to “noise”. Higher values of d’ represent higher signal discrimination. d’ values near zero indicate
chance performance.

We conducted inferential statistical tests for differences in d’. These tests are standard in behavioral
and other sciences. See, for example, [Bailey 2008] for an introduction to inferential statistics. Our
analysis strategy was as follows. We evaluated whether d’ values differed by image type and manip-
ulation (inversion, misalignment, and isolated parts). For each research question, we first performed
an ANOVA (univariate analyses of variance) to check for general effects on d’. If the ANOVA was
significant, we conducted followup ¢-tests or post hoc tests to isolate the various manipulation effects.
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4. EXPERIMENT 1: HOLISM

Research in psychology has demonstrated that face perception utilizes holistic and configural infor-
mation [Bruce and Young 2012]. Yet according to some accounts piecemeal information is processed
simultaneously and in parallel with the holistic and configural information [Schwaninger et al. 2003a].
In Experiment 1, we tested the importance of holistic processing for face realism perception. That is, is
holistic information important over and above piecemeal information, or do observers predominately
look for telltale features (in isolation) indicating that an image is CG versus photo? Across conditions,
we manipulated whether an image was aligned versus misaligned, and upright versus inverted, to test
in different ways the impact of disrupting holistic processing. [Hancock et al. 2000] showed that rep-
resentations derived from unfamiliar faces are based on relatively low-level image descriptions, like
color, lighting, and local face features. In line with this idea, [Fan et al. 2012] investigated the per-
ceived realism of CG images and demonstrated that shading and color are important cues for image
realism perception. Therefore, we also evaluated whether effects of shading and color manipulations
interacted with those of the holism-disrupting manipulations.

4.1 Method

Participants: 51 Asian undergraduate students (ages between 19-23, 9 females) from the Depart-
ment of Electronic and Information Engineering (Ningbo University of Technology, China) received
course credit for completing the experiment. They had normal or corrected-to-normal visual acuity. To
encourage effort, participants were informed that those who were in the top 5% in terms of accuracy
on the experimental task would receive an extra prize (a USB hub suite).

A"y A.

upright-aligned  inverted-aligned  upright-misaligned inverted-misaligned

Fig. 2. An example of a face image stimulus across experimental conditions (upright versus inverted, crossed with aligned
versus misaligned)

Stimuli: From our dataset we selected 30 pairs of images in which the CG images were photo-realistic
and such that images were diverse across race, age, and gender (see Fig. 3). The person in each im-
age faced the viewer. All images were down-sampled such that the area depicting the face was about
280 pixels in width and 300 pixels in height. We first performed intrinsic decomposition on the im-
ages (see Section 3.2 and Fig. 1). We then created manipulated versions of each image for the upright-
misaligned, inverted-aligned, and inverted-misaligned conditions (with the original images comprising
the stimuli for the upright-aligned condition) (see Fig. 2). Thus for each face image there were three
types: original, grayscale, and reflectance. For each image type there were four conditions: upright ver-
sus inverted (orientation) crossed with aligned versus misaligned (alignment). Images manipulations
were made using Matlab. The restricted size of the stimulus set was intended to keep the experiment
session durations within two hours to avoid participant fatigue and impatience.

Design: There were 12 conditions (3 image-type x 4 manipulation conditions; image type: original,
grayscale, and reflectance; manipulation: upright-aligned, inverted-aligned, upright-misaligned, and
inverted-misaligned). All conditions were within-subjects. Therefore participants saw a total of 720
images (60 images x 12 conditions) presented in a different random order to each participant.
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Fig. 3. CG images (a) and photos (b) from all thirty stimulus pairs used in Experiment 1 (with image dimensions shrunk
relative to experimental viewing dimensions). The images are arranged lowest to highest in terms of realism ratings for non-
manipulated images (i.e., original image-types in the upright-aligned condition). Realism ratings are defined as the percent of
participants (displayed under each image) who judged the image as a photo.

Definitions: In both Experiment 1 and 2, CG images were defined as those solely generated with
computer software. Photos with post-processing were still defined as photos. In each experiment, these
definitions were provided to participants on the introduction page.

Procedure: The experimenter first explained the image manipulations to participants and then told
them that the task was judging whether each image was CG or photo. All participants took the ex-
periment at the same time. They sat in a quiet room, each viewing their own 17-inch PC monitor (HP
LE1711, 60 Hz refresh rate; 1280 x 1024 pixel resolution) from about 100cm. Stimuli subtended prox-
imate visual angles of 4.2°horizontally and 4.5°vertically. The log-in page provided an introduction to
the experiment, displayed examples of manipulated images, defined CG images and photos, and de-
scribed the task. Participants entered their student ID number. The second page asked participants
their gender, nationality, and prior exposure to CG images. Then the main experimental task began.
For each trial, the screen displayed a single image, with text above the image asking, “Is it computer
generated (CQG), or taken by a digital camera (photo)?”. Above this question was text indicating any im-
age manipulations (intrinsic decomposition, inversion, or misalignment). Each image was presented
on a white background. Underneath each image was a reminder instructing participants not to judge
the image according to the outline, as the background of the image had been manually removed. Par-
ticipants completed a two-alternative forced-choice decision task. They judged each image as CG or
photo by clicking one of two buttons located under the image. One button was labelled “CG”, the other
“photo”. Viewing times were unconstrained. A one second interval followed clicking the button before
next image was displayed. A page at the end of the experiment asked participants to indicate the main
cue they used to distinguish photos from CG images, from the following options: eyes, skin, color, shape,
glossiness, lip, nose, or other. If they chose “other”, they were allowed to type in their own specific cue.
Each participant saw their overall judgment accuracy for the experiment on the last page, after all the
trials were concluded.
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4.2 Results

4.2.1 Realism Rating . We defined the realism rating for an image as the percent of trials in which
participants classified it as a photo. Fig. 3 illustrates the realism rating of the 60 non-manipulated
images (i.e. corresponding to the original image-type condition and the upright-aligned manipulation).
As would be expected, CG images had lower realism ratings than photos, ¢(58) = —11.97, p < .001.
Notably, six CG images had realism ratings higher than 50%, suggesting that they appeared more like
photos than CG. Conversely, two photos had ratings lower than 50%, suggesting they appeared more
like CG images than photos.

4.2.2 Inversion Effect on d'. Fig. 4 shows the mean d’ values for inverted versus upright images,
collapsed over aligned and misaligned. There was a significant decrease in d’ for inverted relative to
upright images, F(1,50) = 194.85, p < .001, 772 = .796. The orientation x alignment and the image-
type x orientation x alignment interactions were non-significant. There was however an image-type
x orientation interaction, F'(2,49) = 3.49, p < .001, 7712) = .125. This means that the inversion effect
differed in magnitude across image types. We next unpack this interaction with follow-up analyses
that indicated a moderating role of the loss of shading information on orientation effects (see also
Section 4.2.4).

Follow-up t-tests indicated that for all three image types inversion reduced d’. Thus the t-tests for
upright versus inverted images were significant for original images, ¢(50) = 9.90, p < .001, for grayscale
images, t(50) = 9.63, p < .001, and for reflectance images, ¢(50) = 8.67, p < .001. Furthermore, the
effect sizes were similar for original and grayscale images (Cohen’s d = .88 and .83, respectively),
both of which were larger than the effect size for reflectance images (Cohen’s d = .64). Thus the
inversion effect of decreased discrimination performance (d’ values) was larger for original
and grayscale images than for reflectance images.

2,00 o
original
B grayscale
1,50 e
. reflectance
o
& 1.00-
O
=
50—

upright inverted
Fig. 4. Mean d’ values (+/ — SD) for original, grayscale, and reflectance images in the upright versus inverted conditions.

Regression Analysis on Inversion Effect: A regression analysis indicated that most of the variance
in inverted-image realism ratings is accounted for by the upright image realism ratings (unstandard-
ized 8 = .77, SE = .03, p < .001, adjusted R? = .90). Furthermore, with the reference line y = 2 drawn
on the scatterplot, it is apparent that for most images with upright realism scores greater than 0.5,
the inverted realism score was smaller than the upright realism score (see Fig 5). To further evaluate
this observation, we split the data into the upright images with realism ratings above 0.5 (upright-
realistic group) and those below 0.5 (upright-unrealistic group), then calculated the inversion effect for
each image, defined as the upright-image realism score minus the inverted-image realism score. The
inversion effect did not significantly differ from zero for the upright-unrealistic group, ¢(26) = —0.87,
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p = .392. However, for the the upright-realistic group, the inversion effect was significant, #(32) = 8.55,
p < .001. Thus inversion caused realism ratings for the more realistic images to regress towards chance
(i.e., y = 0.5). We refer to this finding as “reversion effect”. In short, inversion made visual realism
judgments harder for realistic images but not for unrealistic images.

An ANCOVA showed that realism scores of upright images significantly predict the inversion effect,
F(1,57) = 5.41, p < .05, 77; = .087, but image category (whether it is CG or photo) was unrelated to
the inversion effect, F'(1,57) = .23, p = .633, 7]; = .004. A regression with all datapoints indicated a
consistent overall increase in the inversion effect as realism increased, unstandardized 8 = .23, SE
= .03, p < .001, adjusted R? = .44, suggesting that the larger the realism score the larger the
absolute value of the inversion effect.

‘:-WH « photo y=x
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& lec] ‘...
E .80 s
2 - LY
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.‘O- -
ED.&{)—‘ S0
E
g a0
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Realism rating of upright images

Fig. 5. Mean realism ratings for inverted versus upright images.

4.2.3 Alignment Effect. There was a main effect of misalignment (collapsed over upright and in-
verted) on d’, F(1,50) = 11.03, p = .002, 773 = .181. However, misaligned images did not have signifi-
cantly lower d’ values than aligned images for original and reflectance images, ts(50) < 1.86, ps > .068,
but they did for grayscale images, t(50) = 2.47, ps < .05. Thus the misalignment effect was mainly
carried by grayscale images. Overall, the disruptive effect of misalignment on realism per-
ception was small compared to that of inversion.

4.2.4 Image Type Analysis. There was a substantial effect of image-type on d’, F(2,118) = 73.56, p <
.001, 1712, = .555. As reported above, however, image-type had a significant interaction with orientation,
F(2,49) = 3.49, p < .001, 1712, =.125. For upright images, paired-sample ¢-tests indicated higher d’ values
on original images than grayscale images, ¢(50) = 3.58, p < .001, and higher d’ values on grayscale
images than reflectance images, ¢(50) = 8.93, p < .001. A similar overall pattern emerged for inverted
images: discrimination performance was better on original images than grayscale images, ¢(50) = 4.07,
p < .001, and on grayscale images than reflectance images, #(50) = 4.93, p < .001. The above differences
were all significant after Bonferroni correction.

To further analyze the image-type x orientation interaction, especially the impacts of the removal
of shading versus color, we calculated the effect size for each pairwise-comparison among image-type
conditions separately for upright images and inverted images (see Fig. 6). Inversion generally resulted
in smaller image-type effects. Inversion appears to decrease the impact of presence versus absence of
image-components on visual realism perception. As the inversion manipulation was used to measure
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the impact of disrupting holistic processing, the results of our image-type analysis taken together
suggest that shading is more important than color.

4 N
= B

Fig. 6. Image-type effect sizes (n?) on d’ as a function of orientation.

4.2.5 Self-reported Cues. When indicating which cue was most important for judgments of whether
an image was CG or a photo, most participants selected eyes, followed by glossiness, then face parts
and face shape (see Fig. 7).

Percentage of participants

20
10 I
° R — m B
eyes skin color shape glossiness mouth nose

Fig. 7. Main judgment cues claimed by different percentage of participants in Experiment 1.

4.2.6 Result Summary. The Experiment 1 results ! suggest that holistic processing is important
for visual realism perception of face images, similar to its general importance in face perception.

We found, however, that misalignment had marginal effects compared to those of inversion. Mis-
alignment allows normal use of parts like eyes during realism judgment but disrupts holism percep-
tual processes. We also found the realism ratings of upright-unrealistic images were not affected by
inversion (Fig. 5). Based on the Anna Karenina principle [Gorban et al. 2010], people might judge
using a strategy of, “it is CG if it has something weird and photo if not.” Inverting realistic images
might make image parts look weird (e.g., inverted eyes), but inverting weird (CG) images may make
the weirdness less apparent, yet still identifiable. Combining the above findings, we postulate that
piecemeal processing may play a role in realism perception.

1Online labour source websites like Amazon Mechanical Turk [Paolacci et al. 2010] are becoming increasingly popular. It is
therefore important to compare online experiments and controlled lab experiments. Reported in supplementary materials, we
did a pilot study online that otherwise replicated Experiment 1, but used a different 10 pairs of CG images and photos. The
results were very similar (see supplementary material). The different set of images did not alter human perception characteris-
tics. We concluded that for this type of psychophysics experiment, with sufficient participants, online and lab experiments are
comparable. We performed Experiment 2 online.
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As recent research suggests that inversion can affect not only holistic processing, but piecemeal pro-
cessing also [Piepers and Robbins 2012];, we conducted an additional experiment to explore the role of
holistic processing with different manipulations. In Experiment 2, we test the role of holistic versus
piecemeal processing in realism judgments using a part-whole paradigm and resolution manipula-
tion, two complementary approaches that induce opposite effects on holistic and piecemeal processing.
Experiment 2 also explores more directly whether the sensitivity of realism perception differed for
different face parts, as an extension of the self-reported cues in Section 4.2.5.

5. EXPERIMENT 2: FACE PARTS

Research has shown that component information and configural information are both important for
face perception [Schwaninger et al. 2009; Laguesse and Rossion 2013]. In Experiment 2, we test the
contribution of both component and configural information to visual realism perception of face images
by separating faces into parts and by scrambling faces. We notice that viewing distance influences
the perception of CG artifacts [Larkin and O’Sullivan 2011], and image resolution affects realism
perception [Farid and Bravo 2012]. As resolution could impact participants’ utilization of component or
configural information, we presented images of faces, face parts, and scrambled faces at two resolutions
to test how resolution influences holistic or piecemeal processing.

5.1 Method

Participants: Participants were 670 students aged 19-25 (325 females), recruited by advertisements
at Ningbo University of Technology, China. All participants were Asian and had normal or corrected-
to-normal visual acuity. Students who participated in previous experiments were excluded. Every par-
ticipant was given a souvenir (a key chain) for their participation. The top 5% most accurate were
rewarded with an extra prize (USB hub suite).

i e
eyes mouth
cheek nose

original face scrambled face

Fig. 8. Face parts used in our experiment. Scrambled face parts were presented in one horizontal row to participants.

Stimuli: From our dataset, we selected 30 pairs of photo-realistic CG and photo faces, which differed
from the Experiment 1 stimuli. Images were diverse in race, age, and gender. We separated each
image into face parts and reorganized them as a scrambled face (see Fig. 8) using Adobe Photoshop.
We further synthesized two resolutions for all resulting images while keeping their aspect ratio fixed,
with high resolution face images having approximately 450 x 520 pixels, and low resolution ones about
270 x 312 pixels.

Design: The experiment was a 6 (face-part: unscrambled face, scrambled face, eyes, nose, mouth,
cheek) x 2 (resolution: high, low) between-subjects design. The stimulus set had a total of 6x2x30x2 =
720 images. Each participant was randomly assigned to one face-part condition at one resolution level.
The number of test stimuli for each participant was 30 x 2 = 60 images. The number of participants in
each condition varied from 53 to 61. For each participant, image presentation order was random.
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Procedure: The procedure was similar to that of Experiment 1, except participants in Experiment
2 completed the experiment online, accessing the experiment via a link to its homepage. Instructions
were on the homepage. Participants were required to input their student ID as a unique identifier.
Participants entered their gender, nationality, and prior exposure to CG images. The layout of the
judgment pages was the same as in Experiment 1. Participants saw 60 single images sequentially dis-
played on a white background. They judged each image as CG or photo, in response to a two-alternative
forced-choice question by clicking the corresponding button below the image. A one second interval fol-
lowed clicking the button before the next image was displayed. Participants saw their overall judgment
accuracy at the end of experiment.

5.2 Results

5.2.1 Face Part Analysis. There was a significant main effect of face-part on d’, F(5,658) = 31.58,
p < .001, 7712) = .411. The d’ values were significantly above zero on all face parts except cheek, indicating
participants had considerable discrimination ability on isolated face parts (except cheek). The face-
part x resolution interaction was non-significant, F'(5,658) = 1.92, p = .089, 7712, = .014. Post hoc Turkey
tests showed significant differences among all possible face-part condition combinations on d’, ps <
.05, except for the eyes versus scrambled-face, and nose versus mouth conditions. This indicates that
seeing all face parts when scrambled provided no benefit for visual realism beyond that
of seeing only the eyes, and nose and mouth have similar effect on realism of static faces.
Participants performed best on unscrambled faces, followed by eyes and scrambled faces, then mouth
and nose, and worst on cheek (see Fig. 9). The large difference between the unscrambled face and
scrambled face conditions suggests a strong holism effect on realism perception on face images.

Among isolated face parts, eyes most enabled participants to distinguish between CG
images and photos. The cheek was the least informative isolated face-part for visual realism
perception. The cheek, merely a skin surface, may have been least informative for image realism, due
to its lack of geometry information or variability in color. As we found in Experiment 1 that shading
information was important for realism perception, the lack of shading in cheeks might also be a cause.

2,00~ | €yes
nose

1.50—
mouth

- cheek

unscrambled face

1.00—

Mean d’

50— scrambled face

00—

Fig. 9. Mean d’ for each face-part condition (+/ — SD), collapsed over high and low resolutions.

5.2.2 Resolution Effect. There was a moderate but statistically significant effect of resolution on d’,
F(1,658) = 22.59, p < .001, 775 = .033. Pairwise contrasts showed that d’ values were higher for high
resolution than low resolution for images of eyes, a nose and a scrambled face, |t|s(108) > 2.82, ps < .05,
but not for images of a mouth, cheeks, or an unscrambled face, |t|s(109) < 1.26, ps > .211 (see Fig. 10).
This indicates that resolution is a meaningful factor for realism perception when viewing all
face parts in scrambled arrangement, the eyes in isolation, or the nose in isolation.

ACM Transactions on Applied Perception, Vol. 2, No. 3, Article 1, Publication date: January YY.



Human Perception of Visual Realism for Photo and Computer-generated Face Images o 1:13

===-high resolution

~—low resolution

eyes nose mouth cheek  unscrambled scrambled
face face

Fig. 10. Mean d’ (+/ — SD) across face-part conditions for high and low resolution images.

We were also interested in comparing more specifically the influence of resolution across two scram-
bling conditions (unscrambled versus scrambled). The two scrambling conditions both presented im-
ages with the same amount of pixel information but with the parts arranged either to facilitate
or to disrupt holistic processing. There was a moderate resolution by scrambling interaction for ',
F(1,218) = 4.13, p = .043, 772 = .019. The effect of scrambling was larger for lower resolution than
higher resolution images. This suggests that holistic processing becomes increasingly domi-
nant when image resolution is lower. To further analyze this finding, for each resolution condition,
we created a scatterplot of realism ratings for scrambled face images versus realism ratings for un-
scrambled face images (See Fig. 11). On low resolution images, there is a notable "reversion effect” of
scrambling causing judgments for the more realistic images to regress towards chance (In Fig. 11(a),
above y = x line for unrealistic images, and below y = z line for realistic images). This was larger than
the reversion effect from inversion in Experiment 1 discussed in Section 4.2.2. Defining the ”scram-
bling” effect as the unscrambled minus scrambled mean realism-rating, “realistic” images as those with
an unscrambled realism mean rating above 0.5, and “unrealistic” images as those with an unscram-
bled realism mean rating below 0.5, we furthered our analysis by examining the scrambling effect on
realistic versus unrealistic images. Scrambling effects tended to be negative for unrealistic images, in-
dicating that scrambling tended to raise realism ratings for unrealistic images, ¢(29) = —6.11, p < .001.
However scrambling effects tended to be positive for realistic images (and with larger magnitudes),
indicating that realistic images had their realism ratings lowered by scrambling, in line with the re-
version effect, t(26) = 9.15, p < .001. In short, scrambling of low resolution images made visual
realism judgments harder for both realistic and unrealistic images. Turning to high resolution
images, we did not find these differential patterns for how scrambling impacted the realism ratings
on realistic versus unrealistic images, in line with decreased reliance of holistic processing for high
resolution images (see Fig. 11(b)).

5.2.3 Result Summary. These findings confirm and delineate the importance of holistic information
for visual realism perception of faces. From the larger-than-zero d’ on all face parts (except cheeks) and
scrambled faces, we found that piecemeal processing also plays a role. We also found that eyes provide
essential piecemeal-information for visual realism perception. Higher reliance on holistic information
occurred for lower-resolution images.

6. DISCUSSION

6.1 Comparison with Face Perception Studies

Prior face perception research has mainly focused on face identification and face recognition. Find-
ings consistently indicate that holistic and configural processing are critical for those tasks [Tanaka
and Farah 1993; Farah et al. 1998a; Hancock et al. 2000; Itier and Taylor 2002; Maurer et al. 2002;
Le Grand et al. 2004; Sinha et al. 2006; Goffaux and Rossion 2006; Durand et al. 2007; Goffaux et al.
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Fig. 11. Mean realism ratings for scrambled versus unscrambled face images at low resolution (a) and high resolution (b). The
y = x line is drawn to highlight reversion effects.

2011; Laguesse and Rossion 2013; Rossion 2013; Omigbodun and Cottrell 2013; Watson 2013]. In line
with this idea, we found that holistic processing plays a critical role in visual realism perception, but
piecemeal processing is important too. Our results showed that the discrimination performance on
isolated eyes, mouth, nose, and scrambled faces were above chance, indicating that people can success-
fully utilize piecemeal information during realism perception of faces.

Still controversial is the argument that face processing uses or is even dominated by component
(piecemeal) information. [Schwaninger et al. 2003a; Schwaninger et al. 2009; Amishav and Kimchi
2010] argue that both component and configural information are extracted and processed in face per-
ception. [Kimchi and Amishav 2010] claim that both component and configural properties contribute to
the processing of upright faces and neither property necessarily dominates the other. Instead, the inter-
active processing of component and configural properties may be the dominant form of face processing
in everyday life [Kimchi and Amishav 2010]. The study in [Favelle and Palmisano 2012] suggests that
holistic processing does not occur for all views of upright faces (e.g., not for uncommon pitch rotated
views), only those that can be matched to a generic global representation of a face. In our experiment,
we also identified some evidence of piecemeal processing. What’s more, we found that holistic process-
ing was increasingly dominant when resolution was lower. This observation is in line with previous
findings on spatial face perception — they suggest that whereas holistic face processing depends mostly
on low spatial frequency, the extraction of face parts depends mostly on high spatial frequency [Goffaux
et al. 2011; Gao and Bentin 2011].

We also situate our findings to prior research regarding the contribution of individual face parts
during perception tasks. In [Brown and Perrett 1993], participants did a binary perception task of gen-
der recognition from face parts. The contributions of face parts was ordered in descending importance
from the eye brows & eyes, eye brows alone, eyes alone, the whole jaw, the chin, the nose & mouth,
to the mouth alone, with the nose the only part insufficient to distinguish between the genders. We
used slightly different face parts, but our visual realism judgment was also a binary perception task.
Our face parts ordered in descending importance from the eyes, the mouth and nose, and the cheek
(see Section 5.2.1). Interestingly, in both tasks, eyes were found to be most important. Moreover, the
classification accuracy rates were higher for our visual realism judgment task than the gender recog-
nition task, and the nose is still sufficient to distinguish the image category. This suggests either that
our task was easier, or that more information is usable for piecemeal processing during visual realism
judgment than during gender recognition. The latter argues for the relative importance of piecemeal
processing for visual realism judgment, which was also seen in the regression effect on inversion (see
Section 4.2.2). However, recent research has shown that the eyes were the most salient feature (in
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terms of first fixation, number of fixations, and duration of fixation) for upright faces. For inverted
faces, in contrast, other features were sampled first [Hills et al. 2012]. This suggests that the order of
importance of face parts might vary for different face presentations. Finally, our face parts excluded
eyebrows, which many studies have demonstrated as important during face perception [Sadr6 et al.
2003]. We leave their effect on visual realism to future work.

It is important to note that face perception includes a number of dedicated processes and structures
in the human brain. Which is used varies as a function of task: determining face identity is processed
differently from identifying emotion or expression. [Schwaninger et al. 2003b] suggested that configu-
ral processing does not obey the same rules during perceptual tasks that it does during detection and
recognition tasks — the perception of configural information is less orientation-sensitive. This might be
one reason for why holistic processing is less generally dominant in visual realism perception.

Finally, we found that resolution affected realism perception. Holistic processing became increas-
ingly dominant when image resolution was lower. It would be interesting to explore the perception of
visual realism for face images of even higher and lower resolutions, which we leave for future work.

6.2 Generalization to Objects

Classic behavioral work has shown that faces are processed in a distinctive holistic manner that is un-
like the processing of objects (i.e., using relatively less part decomposition than other types of objects)
[Farah 1996; Moscovitch et al. 1997; Farah et al. 1998b; Leder and Bruce 2000; Nelson 2001; Bruce
and Young 2012]. Moreover, face perception appears to be domain specific — it uses specific brain areas
dedicated to that purpose [McCarthy et al. 1997; Farah et al. 1998b; Kanwisher et al. 2000; Haxby
et al. 2000; Kanwisher and Yovel 2006; McKone et al. 2007].

However, studies indicate, first, that experts trained to identify non-face objects exhibit similar per-
ception characteristics for such objects as for faces [Gauthier et al. 1997; Rossion et al. 2002; Bukach
et al. 2006; McKeeff et al. 2010], and, second, that experience shapes holistic object representations
in the visual system [Wong et al. 2012b]. Holistic processing may be a general marker of expertise
across a wide domain of visual discrimination [Wong et al. 2012a]. In neuroscience, some experimental
evidence supports the idea that face perception shares brain areas with object perception [Moscov-
itch et al. 1997; Rossion et al. 2002; Xu 2005; McKeeff et al. 2010; Rossion et al. 2012; Goffaux et al.
2013], and the functional overlap between face and object perception is increased by expertise [McKeeff
et al. 2010]. [Tan and Poggio 2013] raised the possibility that face perception uses the same template
matching mechanisms as object perception. If these hypotheses are true, our findings are likely to be
generalizable to understanding visual realism perception of non-face objects for trained experts.

In object recognition tasks, visual processing in cortex is classically modeled as a hierarchy of in-
creasingly sophisticated representations [Riesenhuber and Poggio 1999]. Recent research indicated
that the human visual system uses a hierarchical representation scheme to process multiple objects in
natural scenes: an “average mechanism” in posterior brain regions helps retain information of individ-
ual objects in cluttered scenes, whereas a “nonaverage mechanism” in anterior regions uses contextual
information to optimize the representation of multiple objects [Song et al. 2013]. Faces being a special
object type, it still undergoes the similar brain mechanisms. We predict that realism perception for
general objects might have similarities with realism perception for faces. This means that, as we ob-
served for face images, lower resolution images of general scenes may not be as easily and accurately
judged as real versus CG.

Other research suggests a reduced role of some kinds of information for non-face objects [Gauthier
et al. 1997; Wong et al. 2012a; Tan and Poggio 2013]. We predict that configural information such as
the distances between object parts may be relatively less important for realism judgments of non-face
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objects, as compared to realism judgments of faces. Such hypotheses about general objects provide
interesting directions for future research.

6.3 Implications for CG Rendering

As visual realism of face images was related to holistic as well as piecemeal processing, a potential
implication is that visual realism perception can be systematically controlled by adjusting local face
parts as well as their relative placements. Refined control of visual realism could then help to achieve
other effects, such as liking, trust [McDonnell et al. 2012] and negative responses [Nowak et al. 2008].
Although such fine-grained control of visual realism is a topic for future work, we can derive a few
general principles for CG artists from our studies. The importance of configural processing in visual
realism perception of low-resolution faces suggests that CG games targeted for small-size displays on
mobile devices can lessen the degradation of visual quality from reduced resolution by preserving the
configural information of CG characters. In this case, a low-dimensional global-basis-based synthesis
approach may be appropriate for efficiently generating realistic faces [Blanz and Vetter 1999].

Our part-whole analysis has implications for rendering CG face parts. In the case of limited com-
puting resources, a renderer may want to begin by dedicating equal rendering resources to all face
parts until all CG face parts attain sufficient realism. Beyond this point, the renderer may benefit by
devoting surplus resources to specific parts according to their relative importance to visual realism:
first to eyes, then the mouth, and finally the nose.

The reversion effect observed in Fig. 4 and 5 has several implications if sufficiently dominant. First,
a highly realistic CG face in a movie may carry the risk of a large drop in apparent realism when
undergoing movements that result in occlusions, which may interrupt holistic perception. Such an
effect is reminiscent of the uncanny valley [Mori 1970]. Second, a poorly rendered CG face or a CG face
with ambiguous realism may maintain a stable visual realism perception amidst such movements.

Finally, perception-based rendering has become an increasingly important paradigm [Vangorp et al.
2013]. Our studies on perceptual processes could motivate new perception-based rendering techniques.

6.4 Limitations and Future Work

This research focused on static face images. Visual realism for motion pictures and general objects
might function differently. It seems likely that visual realism perception for moving faces is more
complex than for static faces. The application of 3D representations needs to be considered in this
case, since 3D information substantially contributes to face recognition tasks [Liu and Ward 2006;
Schwaninger and Yang 2011]. [Piepers and Robbins 2012] suggested important advances can be made
by studying moving faces, helping us better understand whether “relationships between parts” means
between the edges of nameable features of key elements.

Research indicates that face recognition depends on prior exposure to racial groups: performance
is better for familiar than unfamiliar races. [Michel et al. 2006] suggested that holistic processing is
finely tuned for faces of one’s own race and same-race faces are perceived more holistically than other-
race faces. The own-race advantage is a well-established phenomenon that occurs across countries
and racial groups [Meissner and Brigham 2001; Michel et al. 2006; Bernstein et al. 2007; Natu et al.
2011]. [Golby et al. 2001] has shown that differential activation in fusiform regions in human brain
contributes to same-race memory superiority. Research has also shown that Asians may make more
general use of face-specific mechanisms than Caucasians [Crookes et al. 2013]. During facial expres-
sion recognition, east Asian observers tend to focus heavily on the eye (and sometimes nose) region
whereas Westerners pay more attention to the mouth (with some attention on the nose and eyes) [Jack
et al. 2009]. This demonstrates that cultural background can potentially influence the perception of
realism for viewed face parts. For realism perception, [Fan et al. 2012] found that during realism per-
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ception Chinese and Caucasian participants had higher sensitivity to faces of their own races. Future
work can more fully investigate the influence of cognitive factors on realism perception for face images.
We also hope to build perceptual models and computational models for visual realism perception of
face images, like those created for face perception [Schwaninger et al. 2003a; Schwaninger et al. 2009].
More experiments are needed for this goal, such as the investigation of participants’ response time.

7. CONCLUSIONS

We conducted psychophysics experiments to investigate perceptual processing factors underlying vi-
sual realism. The research strategy we developed and the resulting findings provide novel contribu-
tions towards understanding how people distinguish between CG faces versus photo faces. Our find-
ings have implications for optimizing visual realism through effective face image rendering, resource
allocation across face parts, and holism disruption. Future work can build on our findings to develop
specific guidelines for enhancing or controlling visual realism of face images.

Unlike other studies on perception-based rendering, our research was psychologically-oriented. Our
goal was not to identify rendering parameters that influence visual realism, but to investigate at a
perceptual processing level some causes of why parameters influence visual realism. In the future,
we plan to utilize these findings in developing a computational model for automatic estimation of the
visual realism of face images.
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A. ONLINE PILOT EXPERIMENT FOR EXPERIMENT 1

We conducted an online pilot for Experiment 1. It investigated the difference between an online exper-
iment and a controlled lab experiment. The design and results follow.

A.1  Method

Participants: Participants were 583 laypersons and 35 experts (290 females), aged between 19-35,
recruited by campus advertisements on Ningbo University of Technology, China. All participants were
Asian and had normal or corrected-to-normal visual acuity. Every participant was given a souvenir (a
key chain) for their participation. To encourage effort, participants were informed that those who were
in the top 5% in terms of accuracy on the experimental task would receive an extra prize (a USB hub
suite).

Stimuli: The preparation of stimuli was same to that in Experiment 1, except that we select only 10
pairs of CG images and photos that were not used in Experiment 1.

Design: There were 3 within-subjects conditions (image-type: original, grayscale, and reflectance) and
four between-subjects conditions (manipulation: upright, inverted, aligned, and misaligned). Thus all
subjects saw all image-types, and different groups of subjects were randomly exposed to different ma-
nipulation conditions. Participants were presented with the different image-type conditions according
to one of six random orders. A near equal number of participants (25 to 27) were randomly assigned
to each combination of image type, manipulation, and order. The stimulus set contained a total of 60
images (i.e., 20 images x 3 types). Within each image type, image presentation order was random for
each participant. The differences in design compared to Experiment 1 were intended to shorten the
experiment session for online purposes.

Procedure: The procedures were similar to Experiment 1, except that participants completed the
experiment online. They accessed it via a link to the study homepage. Instructions and illustrations
were on the homepage (12). Participants were required to input their student ID as a unique identifier.
Participants entered their gender, nationality and prior exposure to CG images. The layout of the judg-
ment pages was the same as in Experiment 1. Participants saw 60 single images displayed sequentially
on a white background. They judged each image as CG or photo in response to a two-alternative forced
choice question by clicking the corresponding button below the image. There was one second interval
after the button was clicked before the next image was displayed. Participants saw their overall judg-
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ment accuracy at the end of experiment. Fig. 12 shows the screenshots of the introduction page and a
judgment page.

Welcome to cur experiment of image visual realism!

I BBl XDEAMOAE you will view IMages of faces. The images are of fwo kinds:

16
2} Photo - pectures of real peophe taken by digital cameras.

The images have 1% removed).
Sew examphes below:

Crginal image Grayscae Image  ReSectance image

We also manipulate image to show following three types:

A

Inverted misaligned imverted misaligned

Your apnote
Gaatlo reménder: The image background |s manually removed and the face outiing has bean intestionally basmed 10 be more nasural koking.
Pioase don't judge SCCording 1o th Lace outhess. You CAN S107 doing the Sxparnant at any tims. If you do, the website will record your prograss for when you log in naxt time.

BECOUNE of creals I e ¥ When you hive an imitation code)
{First

[seaa]

(2)

This is alan T image. Is it P generated (CG), or taken by a digital camera (photo)?

Image 70 of 720

Geatln reminder: The Is ¥ B
pleas judg ] " rifresh the page.
Piease do not us other

(b)

Fig. 12. Screenshot for Experiment 1. (a) Introduction page; (b) Judgment page.

A.2 Results
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A.2.1 Realism Rating . Fig.13 illustrates the realism ratings of the 10 pairs of original-upright test
images. CG images were located more on the low end of realism scale, whereas photos concentrated
near the high-realism end of the scale.

CG Images

Least Realistic 10 20 Most Realistic

| Photographs I

Fig. 13. Realism ratings for 10 photorealistic computer-generated faces (top) and 10 photos of faces (bottom). Paired CG/photo
images are outlined with the same color.

A.2.2 Inversion Effect . SDT Analysis on Inversion Effect: Fig. 14 shows the effects of inverted
(versus upright) images on d’. A repeated-measures ANOVA showed a main effect of orientation,
F(1,614) = 11.37, p < .001, 7712) = .018. The 2-way interaction between orientation and alignment was
non-significant, as was the 3-way interaction between image type, orientation and alignment. Interest-
ingly, the 2-way interaction between image type and orientation was moderate but significant, (1, 650)
=3.96, p < .05, n7 = .006. This means that the inversion effect differed across image types. We next
unpack this interaction with follow-up analyses that indicated a moderating role of the loss of shading
information on orientation effects.

Follow-up t-tests indicated that for both original and grayscale images inversion reduced values of
d' (indicating lower performance), |¢t|s(616) > 3.01, ps < .003, but inversion had little if any effect on
reflectance images, |¢|(616) = 1.69, p = .092. Thus the inversion effect was stronger on original
and grayscale images than on reflectance images.

20 | original
80— B grayscale
& |l reflectance
o 60—

L =

m

L8]

= 40—
20—
00—

upright inverted

Fig. 14. Mean d’ values (+/ — SD) for original, grayscale, and reflectance images in the upright versus inverted conditions.
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Regression Analysis on Inversion Effect: A regression analysis indicated that most of the vari-
ance in inverted-image realism ratings is accounted for by the upright image realism ratings (un-
standardized § = .83, SE = .03, p < .001, adjusted R?> = .93). Furthermore, with the reference line
y = x drawn on the scatterplot, it is apparent that on most points with upright realism scores above
0.5, the inverted realism score decreases relative to the upright realism score (see Fig 15). To further
evaluate this observation, we split the data into the upright images with realism ratings above 0.5
(upright-realistic group) and those below 0.5 (upright-unrealistic group), then calculated the inver-
sion effect for each image, defined as the upright-image realism score minus the inverted-image real-
ism score. The inversion effect did not significantly differ from zero for the upright-unrealistic group,
t(26) = —1.51, p = .142. However, for the the upright-realistic group, the inversion effect was signif-
icant, #(26) = 5.16, p < .001. Thus inversion caused realism ratings for the more realistic images to
regress towards chance (i.e., y = 0.5). We refer to this finding as “reversion effect”. In short, inversion
made visual realism judgments harder for realistic images but not for unrealistic images.
An ANCOVA showed that realism scores of upright images significantly predict the inversion effect,
F(1,53) = 16.70, p < .001, 772 = .242, but image category (whether it is CG or photo) was unrelated
to the inversion effect, F/(1,53) = 1.15, p = .233, 7712) = .027. A regression with all datapoints indicated
a consistent overall increase in the inversion effect as realism increased, unstandardized 5 = .17, SE
= .03, p < .001, adjusted R? = .37, suggesting that the larger the realism score the larger the
absolute value of the inversion effect.

m1 007 4 photo y=x
%D G X
E 80— o
k3 A%,
£ Ve
< 607 .
= e
s — o2 :
E 40 S e
B 2
£ 20—
©
&

00—

| I I | | I
.00 .20 .40 .60 .80 1.00

Realism rating of upright images

Fig. 15. (Mean realism ratings for inverted versus upright images.

A.2.3 Alignment Effect. For alignment, an ANOVA showed main effect on d’', F(1,614) = 5.65,
p < .05, nz = .009. Interestingly, follow-up ¢-tests showed that misalignment caused lower perfor-
mance (indicated by lower values of d’) only on grayscale images, |t|(616) = 2.57, p < .05. Misalignment
did not significantly effect original or reflectance images, |t|s(616) < 1.82, ps > .070. Thus the mis-
alignment effect was carried by grayscale images. As misalignment leaves the entire top
and bottom half of an image intact, resulting in only the nose among all face parts being
affected, misalignment had a weaker effect on both configural and piecemeal processing
for realism perception than did inversion (indicated by smaller effect size).
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A.2.4 Image Type Analysis. An ANOVA indicated a substantial effect of image-type on d’, F(2,1300) =
145.22, p < .001, 7712, = .183. For upright images, paired-sample t-tests suggested better performance
(larger d’) on original images than grayscale images (¢(330) = 2.11, p < .05), which had better perfor-
mance than reflectance images (¢£(330) = 10.72, p < .001). A similar overall pattern emerged for inverted
images: original images had better performance than grayscale images (¢(322) = 2.57, p < .05), which
had better performance than reflectance images (¢(322) = 7.41, p < .001).

To further analyze the image-type x orientation interaction, and whether the removal of shading
versus color impacts, we calculated the effect size for each pairwise-comparison among image-type con-
ditions separately for upright images and inverted images (see Fig. 16). Inversion generally resulted
in smaller image-type effects. Inversion appears to decrease the impact of presence versus absence of
image-components on visual realism perception. As the inversion manipulation was used to measure to
impact of disrupting holistic processing, the results of our image-type analysis taken together suggest
that shading is more important than color.

effect § \:,Tj:‘etd

Fig. 16. Effect size n? on d’ across image-type conditions.

A.2.5 Self-reported Cues. When indicating which cue was most important for judgments of whether
an image was CG or a photo, most participants selected eyes, followed by glossiness, skin, color, and
then shape (see Fig. 17).

Percentage of participants

15
10

eyes skin color shape glossiness mouth nose

Fig. 17. Main judgment cues claimed by different percentage of participants in Experiment 1.
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A.2.6 Discussion. To summarize, the findings from the online experiments closely replicated those
from the controlled experiment. One difference was that the effect sizes for orientation and misalign-
ment were smaller online than for the lab experiment, but this might due to different experiment de-
sign. For the online experiment, to keep the experiment to a brief duration, we used both within-subject
and between-subject conditions to reduce the number of images each participant saw. Orientation and
misalignment were between-subject conditions in the online experiment, but they were within-subject
conditions in the controlled lab experiment. This different might explain the reduced effect size of ori-
entation and alignment in the online experiment. We conclude that with sufficient participant size,
online experiments on this topic are reliable and comparable to lab experiments.
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